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The chapters aim to

provide an Electric distribution grid reliability and resiliency
understanding of
resiliency, offer tools
for utilities to study
threats, quantify
resilience metrics, and
discuss system

enhancements. It also n :

) ) e Resilience metric —
includes case studies

from five utilities across
North America.

Resilience improvement — infrastructure, operations and technology solutions
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Resilience Guide Outline
CHAPTER LEAD
CHAPTER 1: Literature Review Masoud Davoudi
CHAPTER 2: Resilience Goal / Objectives John Lauletta
CHAPTER 3: Quantification of Resiliency Shikhar Pandey
CHAPTER 4: System Modeling and Storm Simulation Sarmad Hanif
CHAPTER 5: Infrastructure and Operational Improvements for Resilience Julio Romero
CHAPTER 6: Case Study and Resiliency Study Gary Huffman
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What is Resiliency?

FERC has proposed that resilience means the “ability to withstand and reduce the magnitude and/or duration of disruptive

events, which includes the capability to anticipate, absorb, adapt to, and/or rapidly recover from such an event.”

Credit: Utility Dive Feb 2, 2018 by Kate Konschnik and Brian Murray

Proposed IEEE Definition

The capability of electric power distribution systems to deliver electric energy to end-use customers by avoiding interruptions

and/or recovering this capability following exposure to naturally occurring high impact low frequency events.

IEEE Distribution Resiliency Focus
Out of scope: BES, Cyber/Physical Security, Operational Events
Primary Focus: Extreme Weather Events, Natural Phenomenon



https://www.ferc.gov/CalendarFiles/20180108161614-RM18-1-000.pdf
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SIRI REPAIR

Developed for the
Resiliency Guide — Case
studies available

Note: These metrics are designed by the IEEE Distribution Resiliency Taskforce. They are currently in draft and will be refined. 5
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1. Climate Vulnerability Studies: Utilities are assessing risks from climate hazards to understand the impact on their assets.

Description Temperature, Heat Flooding Wind and Ice Wildfire
and Humidity

Exposed Assets-At-Risk  Thermal rating Water-related Wind and Ice Loading  Fire-related equipment damage, Smoke

Properties reduction, equipment sensitivity, Tolerance, Vegetation on conductors, Soot accumulation over
Accelerated asset Corrosion, Soil Proximity insulators, damaged insulators
degradation Weakening exhibiting high leakage currents,

Vegetation Proximity

2. Asset-Risk Assessment Metric: Utilizes two matrices:
» Exposure Properties to Risk Matrix: Identifies asset properties affected by climate change.
» Assets-to-Exposure Matrix: Prioritizes asset strengthening based on risk levels (medium, high, low) against climate change variables.

Equipment vs Threat Temperature, Heat  Flooding Wind and Ice Wildfire
and Humidity

Substation
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Gray Sky Day: Focuses on robustness and the ability to withstand most weather events
* We established a statistical benchmark based on weather parameters and historical outages

* This benchmark tracks the system performance (of outages) during gray sky days

-Average

nnnnnnn

. temperature
Temperature vs between 80 and 85
Outage e

mnd speed betwnaen
25 and 30 MPH

-Average of one-
Outliers Begins hour wind gust
A between 25 MPH and

Qutliers Begins

30 MPH
-Average rainfall
between 0.75" and 1"
=Lightning stroke
count between 3,000
and &,000
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Storm Classification

Large — Heat Wave
Significant — Heat Wave
Small — Thunderstorms

Medium — Thunderstorms
Large — Thunderstorms

Significant — Thunderstorms

|Ce Storm Small — Ice Storm
Sma“ Medium — Ice Storm
Tornadoes Large — Ice Storm o
. Significant — Ice Storm Significant Storm «[
g Medium
urricanes Small - Tornadoes 75% below >
> Medium — Tornadoes this value Large Storm
H eat Wave La rge Large — Tornadoes ] < 50% below
R S Medium Storm { this value
ignificant — Tornadoes
Thunderstorm 25% below ——>
c P Small — Heat Wave thi |
Significant — is value | small storm

It is Important to classify different storm categories to apply the metrics on.




Comparative Metrics
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Pre-Event Metric or
Benchmark

Event

Storm Strength Comparison

Flood Comparison —
Substations/Underground
Equipment

Square Miles Impacted/Customer
Density

Pole Damage Comparison
Equipment Damage Comparisons

Construction Person Hours to
Restore Hardened vs. Non-
Hardened

Smart Grid Performance

Equipment Comparison
(Substation /Distribution)

Restoration Comparison to Prior
Events

> Restoration

h 4

Post-Event Metric
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Attributes

Historical Benchmark

Comparative
Visualization

Current Event Records

Remediation
Plan

Performance Assessment

Wind Speed 70 mph 80 mph Increased wind speed, correlates with longer outages
Precipitation 2 inches 3 inches Higher precipitation, potential cause for disruptions
Substation Outages due to Flood 5 incidents 3 incidents Improved resilience, fewer outages

:r;ccj)zrground SO R 10 incidents 12 incidents Slight increase, review flood mitigation strategies
Square Miles Impacted 50 sq miles 60 sq miles Larger area impacted, reassess preparedness

Customer Density

1,000 customers/sq mile

1,200 customers/sq mile

Higher density, more significant impact

Pole Damage Incidents

15 incidents

20 incidents

Increased incidents, consider reinforcement strategies

Equipment Damage Incidents 30 incidents 52 incidents Increased incidents, proactive maintenance strategy
Construction Person Hours - Hardened 500 hours 450 hours Improved efficiency, hardening measures effective
ﬁz:;’;r::’;non HELREI D S 1,200 hours 1,400 hours Increased time, need for further hardening measures
Smart Grid - Interruptions Avoided 300 incidents 350 incidents Improvement, smart grid enhancing resilience
Hardened Substation (Outages) 80,000 60,000 Improved performance, effective hardening measures
Non-Hardened Substation (Outages) 86,667 125,333 Increased, monitor for further hardening

Hardened Distribution (Outages) 106,667 155,333 Big increase, analysis needed

Non-Hardened Distribution (Outages) 126,667 185,333 Increased vulnerability, consider reinforcement

Restoration - 24 hrs
Restoration - 48 hrs
Restoration - 72 hrs
Total Restoration Days

60% restored
85% restored
95% restored
5 days

55% restored
80% restored
92% restored
5.5 days

Slight delay, assess resource allocation

Similar delay, possible need for more resources
Minor delay, review efficiency

Slight increase, investigate specific challenges
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Incidents Avoided

X-Parameter Performance Ratio (X-PR) =
( ) Incidents Avoided + Sustained Incidents

» Take a circuit that has 200 poles and historically experiences 20% of them being damaged during significant storms.

. . . (200 — 40)
Historical Pole Damage metric = =0.8
(200 — 40)+ (40)

» Event 1 affects 25% of the poles Event 2 affects 5% of the poles.

200 — 50 . (0.75)  _
Event 1 Pole Damage metric = ( ) =0.75 Event 1 Pole Damage Ratio = =0.94
(200 — 50)+ (50) (0.8)
@o0-10)  _ 0.95
Event 2 Pole Damage metric = 200101 (1) - 0.95 Event 2 Pole Damage Ratio = ((0 8)) =1.19

Ratio less than unity indicates system performance less favorable than historical; whereas the event ratio greater than unity indicates
performance favorable than historical benchmark.
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Resiliency Metrics

»
»

SIRI

REPAIR

Developed for the
Resiliency Guide — Case
studies available

Note: These metrics are designed by the IEEE Distribution Resiliency Taskforce. They are currently in draft and will be refined.
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Avoided Sustained Customer Interruption (CI) by Automation/Hardening

SIRI =

Avoided Sustained CI by Automation/Hardening+ Sustained CI

Aspect

Perfect Resilience Scenario
Factors Influencing the Ratio
Real-World Implications

Trends Over Time

Comparisons with Other Metrics
Operational Considerations
Scalability and Adaptability

Practical Applications

Key Points

Automation Performance Ratio of 1 signifies perfect resilience, ensuring uninterrupted service and
high customer satisfaction.

Automation Mechanisms: Impact on outage prevention.

Sustained Outages: Causes like equipment failure or external disruptions.
Case Studies: Successful automation in outage prevention.

Challenges: Areas where automation needs improvement.

Historical Analysis: Trends in Automation Performance Ratio and automation strategies.
Continuous Improvement: Informing ongoing efforts.

Comprehensive Resilience: Alignment with other metrics.
Interconnected Nature: Holistic understanding of grid resilience.
Response Times: Speed of detection, decision-making, and execution.
Adaptability: Handling different disturbances.

Scalability Challenges: For larger grid systems.

Technological Advances: Enhancing automation systems.
Decision-Making Support: Helps in prioritizing investments.

Customer Impact: Improved service reliability through outage prevention.
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Restoration Performance

Calculation:
1) For each storm in a calendar year, calculate the ratio of customers without power for more than
12 hours and total customer interruptions (Cl) including customers automatically restored (ACl)
through smart switch operations (DA devices), community energy storage, and microgrids (does
not include substation reclosing events) — measured in %

Y Customers Without Power for More Than Z Hours

Storm Event: x =
Avoided Sustained CI by Automation/Hardening + Sustained CI

Significant Storm {

75% below >
this value

medium, or small <+— 50% below

‘ Max Qutage

2) Based on number of interruptions (storm outages), categorize each storm event significant, large, — Large Storm

3) Determine if X is greater than or equal to the threshold value (Y) for the category. Medium Storm { this value
. . . 25% below —*
4) IfX <Y, storm met expectations. If X>=Y, storm did not meet expectations this value ‘ } Small Storm
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Fa Cto rs: [ @ Infrastructure resilience — — — Operational resilience
* Total Outages — Intensity of the storm [Non- 85 Phase I Phase Il Phase Il
controllable] EL | e —— fCustomer
. . = | rosilentsiato | UUURRNN [CRORRER e onte Interruptions is the
* Max customer |nterruptI0nS - Ind|cat0r Of oo | FeaRe ——— resiliencz indicator in
crew efforts in curbing maximum degradation s fgure, then the
* Semi-Controllable — better human performance, i is enabled by
lower ClI. restoration efforts,
 But for severe events where all outages happen at both automated and
the head end of the chart, there will be significant by e & G5B by crew work

“ Time

lag in start of restoration by crews
* Area under the Restoration Curve — Indicator

tracking restoration efforts vs emerging E ‘L___’Jf——f’
outages. Smaller the area under the curve i Total Customer
better restoration performance [Controllable ‘ Interruptions
— Better human performance, lower AUPC]

* Crew Hours — Total hours spent on the field by
crew [Controllable — Better human
performance, lower crews needed for 100%
restoration]

* Storm duration

* Full restore time — Controllable but already
captured by AUPC

80000
Area under the Performance

Curve (AUPC)

60000 —— accumulated_start_customers
—— accumulated_ rest_customers
= Restoration Curve: Max = 83347

Gap - 1436944

Accumulated Customers
Crews Deployed

r 4000
40000

Crew
Hours

- 3500
k3000
L 2500
20000 | 2000

F 1500

r 1000

r 500

25
50%
L]
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Sample Calculations for 9 storms

» Wide range — compression

required — Use Log scale Outages(n) . REPAIR

| 9IEEE

Crew

1,536 142,172 1.97 176,929 1,135,907 0.81 2.77

REPAIR = log (CrewHours ] AUPC.) 1,126 49,549 1.64 107,578 370,417 0.54 2.18
Outages Cl -

1,267 42,399 1.53 128,132 282,653 0.34 1.87
T T 216 31,866 2.17 28,724 31,786 0.04 2.21
Restoration  Area Index
. . 2,588 118,405 1.66 208,613 2,221,044 1.03 2.69
Effectiveness  Resiliency
(RE) + (AIR) 850 75,411 1.95 88,923 753,380 0.93 2.88
Insights: 457 30,250 1.82 49,497 91,268 0.27 2.09
347 30,816 1.95 38,053 80,027 0.32 2.27
. Lower crew
) 1,129 49,443 1.64 111,156 576,270 0.72 2.36
* Lower max customer Interruptions
¢ Lower AUPC Average 2.37
Standard Deviation 0.32
Range 2.05 -2.69
15
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Takeaways and Next Steps \ (s

* ComeEd has been utilizing two metrics, restoration performance and Gray Sky day,
since 2020.

* These metrics have allowed ComEd to concentrate on system enhancements and
improvements in resiliency.

 Through the IEEE Distribution Resiliency Working Group, three other utilities have
adopted the restoration performance and Gray Sky day metrics for their systems.

e 4 Utility Case study is included in the guide. 3 more are in the works.

* The final draft of the guide will be submitted for review and ballot at IEEE in 2025.

Regulators and stakeholders continue to use the IEEE 1366 metrics (the SAIDI sisters) to assess the impact of resilience events.
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