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SUMMARY 

 

In self-healing, self-assembling power systems, in which adjacent microgrids may 

autonomously connect to one another (i.e., self-network), it is necessary to ensure that 

adjacent microgrids connect only when their voltages are sufficiently well-synchronized in 

magnitude and phase.  In many cases, a standard synchronization check function can achieve 

this, but in self-healing power systems that rely on local measurements only (either due to 

lack of communications or due to a communications outage), situations arise in which two 

line relays form the boundary between two microgrids, and, because they cannot share data, 

neither can prevent the other from reclosing.  It is thus necessary to ensure via the line relays’ 

timing functions that they do not close at the same time, because if one closes first then the 

other can go to synchronization check.  This paper describes a self-healing power systems 

concept utilizing only local measurements, describes and demonstrates how asynchronous 

connection of adjacent microgrids can occur, and then proposes a simple process for assigning 

“tagged” time delays to the line relays such that no two adjacent line relays have the same 

reclosure time delay.  This “tagged timer” process is demonstrated via PSCAD simulation 

using the IEEE 13-bus distribution test circuit and manufacturer-specific, code-based inverter 

models. 
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INTRODUCTION AND BACKGROUND 

A self-healing power system (SHePS) has the ability to automatically detect that it is not 

operating properly and restore as much of the system as possible to normal operation [1].  A 

SHePS must be able to perform a) protection, or detection and isolation of a fault; and b) 

restoration, in which all of the healthy parts of the system are re-energized.  A great deal of 

work has been done on SHePS [2-6], and FLISR-type SHePS [7] are commercially available 

(for example, see [8] and [9]).   

 

However, there is one significant drawback that is shared by nearly all of today’s SHePS 

concepts:  They generally rely on data sharing via high-speed networked communications 

[10].  Communications improve performance under “blue-sky” conditions, but a) they are 

expensive, often to the point of rendering projects unfeasible; and b) they can become 

unreliable during “black-sky” events.  Maurer et.al. wrote in 2012:  “Communications is the 

Achilles’ Heal (sic) of any self-healing system.  No matter what type of self-healing system 

you select—centralized, substation-based, or distributed intelligence—that fact is still true.”  

[11]  Concepts based on data sharing also often struggle with scalability and cybersecurity 

challenges.  There is thus a need for SHePS technologies that rely on local measurements 

only, and that support ad-hoc networking of microgrids.  However, when one is limited to 

local measurements only, two additional challenges appear.  The first is that with SHePS 

energized entirely by distributed inverter-based resources (IBRs) including solid-state 

transformers, time-overcurrent protection, which is the most-used protection tool in 

distribution systems [13], becomes ineffective due to the fault current limitations of the power 

electronics [14].  Directional elements would generally be the next tool used, followed by 

distance relays [13], but these too become unreliable with geographically-distributed IBRs.  

When a fault occurs in a SHePS energized only by IBRs, what tends to happen is a 

systemwide undervoltage occurs because the IBRs reach their current limits and cease voltage 

regulation.  This undervoltage tends to have a low gradient, rendering coordination difficult.  

Thus, in a system of this type, it is not difficult to detect the existence of a fault, but it is 

difficult to ascertain the fault’s location. 

 

The second challenge arises because today’s restoration procedures are also designed around 

a centralized system architecture energized by rotating machines [15].  System restoration is a 

complex process that involves coordinating black-start resources, identifying critical paths, 

estimating surge loads during re-energization, and understanding the dynamics of the system 

at each step of the restoration process [16].  It is widely recognized that distributed resources 

can assist with system restoration, but most proposed techniques for achieving this still rely 

on centralized communication and control [16,17]. 

 

Investigators at Sandia National Laboratories and New Mexico State University have been 

collaborating on a project called “SHAZAM”, in which a set of tools that facilitates creating 

self-assembling SHePS energized by distributed power electronics-based sources, using local 

measurements only [18,19,20], has been developed.  The SHAZAM concept utilizes line 

relays, which sectionalize the system’s main conductors, and load relays, which may be 

implemented in “smart meters” and which contain a number of automatic load-shedding 

functions.  For example, Figure 1 shows a one-line diagram of the IEEE 13-bus distribution 

test circuit [21] configured to operate as a microgrid using this concept.  The red blocks are 

closed relays.  Each load has a load relay, and there are ten line relays, R1 through R10.  This 

system has a microgrid isolation device, which is shown as green indicating that it is open and 

this system is off-grid.   

 



  2 

 

 

 
Figure 1.  IEEE 13-bus distribution test circuit configured to operate as three microgrids, with an IBR 

(green) in each microgrid. 

 

Consider a case in which a fault occurs near node 645, as shown in Figure 2.  As discussed 

above, the IBRs hit their current limits and the entire system enters into an undervoltage 

condition.  The first step toward restoring the system is undervoltage load shedding (UVLS, 

essentially an IEEE 27TD function [22]).  The undervoltage functions in the load relays begin 

shedding load, with lower-priority loads having shorter trip times and being shed first.  In 

Figure 2 (left), the first group of loads (least critical) has been shed, as indicated by the green-

filled load relays.  The fault persists, so the undervoltage remains, and some time later the 

second group of loads is shed on UVLS, as shown in Figure 2 (right).  The fault persists, and 

the undervoltage condition remains.  At this point, after UVLS has been exhausted, the line 

relays’ time-undervoltage (27TD) functions then disassemble the SHePS into local intentional 

islands, each centered around a grid-forming IBR, as shown in Figure 3.  The green dashed 

lines in Figure 3 show the boundaries of the three microgrids.  There is a line relay on the 

boundary of each microgrid—for example, the boundary of Microgrid 633 includes line relay 

R2, and the boundary of Microgrid 671 includes line relay R3.  When a line relay sees an in-

range voltage on one side that remains stable for a preset length of time, then that line relay 

can reclose.  In Figure 4 (left), line relays R2, R3, R4, R9 and R10 each sees an in-range 

voltage on one side, and they can all reclose, resulting in the new microgrid boundaries shown 

in Figure 4 (left).  At this point, R1, R7 and R8 each see in-range voltage on one side only and 

can reclose on a timer, as shown in Figure 4 (right).  Now, line relay R5 sees in-range voltage 

on both sides and will only reclose when two conditions are met:  a) a synchronization check 

function (IEEE function number 25 [22]) has verified that the voltages on each side of the 

relay are sufficiently similar in magnitude and the phase angle difference between them is 

sufficiently small; and b) an unintentional loop detection function has verified that closure of 

that relay will not create a closed loop in a system designed to be operated radially [18].  In 

Figure 4 (right), note that line relay R1 has reclosed onto the fault.  When this happens, the 

system voltage collapses again, and line relay R1 sees significant fault current immediately 
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upon its closure.  At this time, a windowed undervoltage-supervised overcurrent function 

(UVOC, IEEE function number 51V [22]) asserts itself:  if a line relay, having reclosed due to 

in-range voltage on one side only, sees a voltage collapse accompanied by high current within 

a short time window (here, 300 ms) after its closure, that line relay re-opens and locks out.  In 

this way, the fault is isolated (Figure 5, left).  The UVOC or 51V function timing must be 

long enough that it is not activated by the various inrush currents associated with cold load 

pickup.  Eventually the synchronization check function (function 25) in line relay R5 is 

satisfied, and it recloses.  No generation has been lost, so there is sufficient capacity to 

recover all of the loads, and the final system state is as shown in Figure 5 (right).  With the 

SHAZAM SHePS concept, all loads for which there is sufficient generation and intact source-

load paths can be back online [18,19] within minutes after a major disruption. 

 

 

  
 
Figure 2.  The system in Figure 1, undergoing a fault.  Left :  system after the first phase of UVLS 

(shedding Priority C loads).  Right :  system after the second phase of UVLS (shedding Priority B loads). 

 

 
Figure 3.  After UVLS has been exhausted, the line relays all open on undervoltage, creating three isolated 

microgrids each centered around a grid-forming IBR.  The microgrid boundaries are shown in dashed 

green. 
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Figure 4.  Line relays that see in-range voltage on one side only are allowed to reclose, expanding the 

microgrid boundaries.  Left :  R2, R3, R4, R9, and R10 close. Right :  R1, R7 and R8 close (note that R1 

closes onto the fault). 

 

 
 

Figure 5.  Left :  Line relay R1 re-opens on UVOC, and locks out to isolate the fault.  Right :  Final system 

state after self-assembly has been completed. 

 

 

PROBLEM STATEMENT 

During self-assembly of multi-source microgrids, one condition that must be avoided is an 

asynchronous connection of two adjacent microgrids.  In Figure 5 (left), line relay R5 is on 

the boundary between microgrid 675 and the combined microgrid 633+671, and it sees in-

range voltage on both sides.  If there is a significant difference in the magnitudes or phase 

angles of the voltages on either side of R5 when it closes, then large currents could surge back 

and forth between the microgrids, potentially leading to transient instability in the microgrids 

and likely triggering the UVOC function in relay R5.  To avoid such an asynchronous 

connection, the line relays all incorporate a standard synchronization check or “sync-check” 

function (IEEE function number 25) in which the relay will not close until the magnitudes and 

phase angles of the voltages on either side of the relay are within preset tolerances.  For IBR-

energized systems, the required values of these tolerances will be set by the need to avoid 

damage to rotating loads in the microgrids. 

 

However, in Figure 3, the boundary between microgrids 633 and 671 passes between line 

relays R2 and R3.  Thus, in this situation, R2 and R3 together form the border between 

microgrids 633 and 671, and they must not be allowed to close simultaneously because this 

could create an asynchronous connection between microgrids 633 and 671.  Because the line 

relays are using local measurements only, it is not possible to block one relay or the other via 

shared data.  Thus, the timers used to close the line relays when they see in-range voltage on 
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one side only must be configured such that no two adjacent line relays have exactly the same 

timing interval.  In this way, one of the two line relays will always close first, and the other 

will then see in-range voltage on both sides and go to its synch-check function, preventing the 

asynchronous connection. 

 

One method for differentiating the line relay closure timers would be to add a random element 

to the timers.  However, there is still a finite possibility that two adjacent line relays could 

choose the same random delay, and if the resolution of the random timers is relatively coarse, 

which it would have to be to ensure that there is a sufficient time delay between any two 

adjacent line relays, then the probability that two adjacent line relays can choose the same 

random delay becomes significant [18].  As will be demonstrated below, the random time 

element is often not sufficient to guarantee prevention of asynchronous closure. 

 

 

PROPOSED SOLUTION 

The solution proposed is to add to the line relay closure time a ‘tagged time’, which is 

calculated as follows: 

 

treclose = tfixed + ttagged 

ttagged = tinc × k 

 

where treclose is the reclose delay applied for in-range voltage on one side only, tfixed is a fixed 

delay (typically 2-5 seconds), ttagged is the tagged time, tinc is a pre-selected timing increment 

that is much shorter than tfixed (in this paper, ttagged = 300 ms), and k is the tag, which is an 

integer between 0 and 2 that multiplies tinc.  Each line relay is assigned a value of the tag k, 

according to the following procedure: 

 

1. Set the tag number to 0. 

2. Start from each grid-forming IBR. 

3. Move outward along the circuit conductors, including any branches, until a line relay 

is reached on each branch.  If there are no branches, then this set will contain only one 

line relay. 

4. For each set of line relays found in step 3, check to see whether any two of them are 

adjacent (i.e., any two line relays with no other line relay between them).   

a. For each line relay that is not adjacent to any line relay associated with another 

IBR, assign it the tag number k. 

b. If there are any two line relays that are adjacent as described above, assign k to 

one, and k + 1 to the other. 

5. Increment the tag number by 1.  If the tag number = 3, reset the tag number to zero. 

6. Have all line relays been assigned a tag number?  If so, stop.  If not, return to Step 3. 

 

This procedure is shown in flowchart form in Figure 6.  The procedure ensures that, in the 

presence of multiple sources, no two adjacent relays have the same value of tagged time, and 

thus no two adjacent relays will ever close at the same time, preventing asynchronous 

connections. 
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Figure 6.  Flowchart of the process for assigning timer tags to the line relays. 

 

Figure 7 and Figure 8 demonstrate the application of this process to the IEEE 13-bus 

distribution test circuit system shown in Figure 1.  The process starts with k = 0, then moves 

outward from each IBR along each branch until we reach a line relay, as shown by the 

boundaries drawn in Figure 7.  For IBR 633, line relay R2 is reached in this first iteration of 

step 3, and for IBR 675 line relay R9 is reached in this step.  For IBR 671, line relays R3, R4 

and R10 are reached simultaneously.  Next, one checks whether any two line relays are 

adjacent (Step 4).  In this case there is one adjacent pair :  R2 and R3.  One of these must be 

assigned k + 1, so in this example R2 is chosen to be tagged with k + 1, and the others (R3, 

R4, R9 and R10) are each assigned k = 0.  The value of k is incremented to k = 1 (step 5), 

which is still less than 3. 
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Figure 7.  First step in assigning tag values to the line relays.  R2 and R3 are adjacent, so one of the two 

(R2 is selected here) receives a tag value of k + 1. 
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Figure 8.  Second step in assigning tag values to the line relays.  At this point, all relays have tag values, so 

this is the final step for this system. 

 

Not all of the line relays have been assigned tag values (step 6), so the process repeats back to 

step 3, in which the boundaries are moved away from each IBR by one line relay, resulting in 

the boundaries shown in Figure 8.  R1, R5, R7 and R8 each receive tag values of k = 1.  No 

line relays are adjacent in this case (Step 4).  The tag value is incremented to k = 2.  At this 

point, all of the line relays have assigned tag values, so the process is complete. 
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DEMONSTRATION 

Asynchronous connection using random timers 

Figure 9 and Figure 10 show results from a PSCAD simulation in which the line relays in the 

IEEE 13-bus distribution test circuit (Figure 1) have fixed and random timing elements, but  

 

 
Figure 9.  Breaker control signals for R2 and R3 during a black start, using the random timer element 

and not the tagged timer element.  (In PSCAD, a 0 indicates a closed breaker, and 1 is open.) 

 

 
Figure 10.  Instantaneous voltage (top), instantaneous current (middle), and RMS voltage (bottom) at 

IBRs 633 (left) and 671 (right) during an asynchronous connection of microgrids 633 and 671. 
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not the tagged timers.  The three IBRs (Figure 1) are represented using detailed, code-based, 

manufacturer-supplied black-box inverter models.  After a large number of simulations was 

run, one case was observed in which line relays R2 and R3 selected the same random time 

delay.  During black start, both relays attempted to close at the same time (Figure 9), resulting 

in an asynchronous connection of microgrids 633 and 671.  Figure 10 shows the instantaneous 

voltage, instantaneous current, and RMS voltage measured on the low-voltage buses of IBRs 

633 (left) and 671 (right).  The asynchronous connection leads to a voltage collapse and a 

large surge in current.  This simultaneous voltage collapse and surge current triggers the 

UVOC functions in R2 and R3, both of which re-open (Figure 9) and lock out.  This 

demonstrates the need to avoid such asynchronous connections. 

 

Avoidance of asynchronous connection using tagged timers 

Figure 11 shows results from a PSCAD simulation using the IEEE 13-bus distribution test 

circuit (Figure 1), using the fixed and tagged time delay elements.  The left plot in Figure 11 

shows the line relay closure timings during black start of the system.  R2 and R3 are adjacent, 

and their closure times are in the red dashed circle.  They are widely separated because R3 

closed first (k = 0), after which R2 (k = 1) detected in-range voltage on both sides and closed 

on sync check roughly 11.5 seconds later.  Similarly, R5 and R10 are adjacent, and their 

closure timings are circled in dashed green.  The same situation occurs here:  R10 (k = 0) 

closes first, and R5 (k = 1) then sees in-range voltage on both sides and closes on sync check 

just under 8 seconds later.  The right plot in Figure 11 shows the line relay reclosure timings 

during system self-reassembly following a single line to ground (SLG) fault at node 633.  

This fault causes IBR 633 to become disconnected from the rest of the system.  Line relay R3 

(k = 0) closes first, at just after t = 24.5 s.  Just over 2 seconds later, R2 (k = 1) closes on sync 

check, but it recloses onto the fault.  The UVOC (51V) function asserts itself and R2 re-opens 

less than 200 ms later, isolating the fault.  (R3 does not open because the undervoltage-

overcurrent combination occurs outside of its UVOC window.) 

 

 

  
Figure 11.    Closing times of the line relays in the IEEE 13-bus distribution test circuit (Figure 1), during 

black start (left) and reassembly after an SLG fault at node 633 (right). 

 

 

CONCLUSION 

In self-healing power systems that a) utilize only local measurements and b) in which 

microgrids can automatically connect to one other (i.e., self-network), situations can arise in 

which two line relays together form the boundary between two adjacent microgrids, and it is 

necessary to prevent these relays from closing at the same time in order to avoid an 

asynchronous connection of the two microgrids.  This paper describes a self-healing systems 

concept using only local measurements, demonstrates the above-described problem, and 

proposes a simple solution using a procedure to assign  « tagged timers » to the line relays, 



  10 

 

ensuring that no two adjacent relays have the same reclose delay.  The use of « tagged 

timers » was demonstrated in PSCAD using the IEEE 13-bus test circuit and manufacturer-

specific code-based IBR models.  The tagged timers successfully avoided an asynchronous 

reclosure in a situation in which using a random timer element was not sufficient.  
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