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Background

Uncertainty and variability

Stochastics

Vulnerability 

Low inertia and weak grid

Traditional power grid Future power grid
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Challenge

Key question: How do we solve the trade-off between computational accuracy 
and speed?

https://ilsr.org/solar-supporters-open-season-utilities-duck/

The need for real-time dynamic security assessment and situational awareness 
for the future power grid with high renewable energy penetrations

https://ilsr.org/solar-supporters-open-season-utilities-duck/
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Steps of  building up machine learning model for SA

Step 1: Representation
What to learn?
What’s the input? What’s the output?

Pgen,
Inertia,
…

Useful 
features

Stability margin

A

B

C

NN Decision Tree SVM Deep learning

Step 2: Feature selection

Step3: Model selection Step4: Interpretation and validation

Presenter
Presentation Notes

In general, the solution of this overall learning problem is decomposed into several subtasks.
First, we need to formulate the security assessment as a learning problem. Here is a simple example to show what is a stability problem. When the ball is stay at A point, it is stable. If the ball is at B point, it is unstable. Sometimes, when the ball is at C point, an external disturbance can make the ball from stable to unstable. We define the ball is in a critical stability margin. So in this project, we would like to find out this stability margin based on system operating points. The ML will learn the stability margin based on thousands of dynamic simulations.   
The second important step is feature selections. Power system includes thousands features. The amazing part of power system is that it is the largest and complex man-made system. Anyway, it is a physical system. So the expert’s experience will be super helpful for selecting useful features for specific stability issue. Not too much, not too less. We need to choose the useful features.
The third one is model selection. Basically, based on the learning problem we formulate, we can choose one or two effective machine learning algorithms.
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How do we define output security information?
• Transient stability (CCT)

– The ability to maintain synchronism when 
subjected to a severe disturbance, such 
as a short circuit on a transmission line

• Frequency stability (Frequency nadir)
– The ability of a power system to maintain 

steady frequency following a severe 
system upset resulting in a significant 
imbalance between generation and load.

• Small-disturbance rotor angle stability 
(Damping ratio)

– The ability of the power system to 
maintain synchronism under small 
disturbances.

Transient stability1

Frequency  stability2

Frequency nadir

Generation trips

Presenter
Presentation Notes
OK, the next question is “how do we define our input and output”
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How could we generate a data base ?

Data base for security assessment
• Real operational data v.s. model-generated scenarios
• No-bias data base

Transient 

PSSE Model

FrequencyOne-year 
senarios

Small signal

Three 
phase fault 
simulation

Generation 
loss

Damping 
caculation

DC Power 
flow 

AC Power 
flow

Scheduling  
Model

Machine-learning

Real world data Data processing Machine-learning

Presenter
Presentation Notes
As we know, the data base is the most important factor for machine learning. 
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How do we select machine learning model?
• Machine learning model selection• Types of machine learning tasks

• Supervised learning
• Regression
• Classification

• Unsupervised learning
• Reinforcement learning

https://www.7wdata.be/big-data/which-machine-learning-algorithm-should-i-use/

Presenter
Presentation Notes
Next is how do we choose the appropriate machine learning algorithm.
 It is obvious that algorithms have been designed to solve specific problems. So, it is important to know what type of problem we are dealing with and what kind of algorithm works best for each type of problem. 
The types of machine learning tasks can be divided into main three categories, supervised learning, unsupervised learning and reinforcement learning. Then we can categorize the problem based on inputs and outputs. If inputs are labeled data, it’s a supervised learning problem. If it’s unlabeled data with the purpose of finding structure, it’s an unsupervised learning problem. If the solution implies to optimize an objective function by interacting with an environment, it’s a reinforcement learning problem. For our problem, the we exactly know what our input data, like generating power, inertia, and so on. So it is a supervised learning problem.  Then let’s take a look at the output, If the output of the model is a number, it’s a regression problem. If the output of the model is a class, it’s a classification problem. For security assessment, we can simplify use ML to tell it is stable or unstable, then it is a classification problem, for this project, we would like to know exactly what the stability margin is, so it is regression problem.�After categorizing the problem and understand the data, the next milestone is identifying the algorithms that are applicable and practical to implement in a reasonable time.  Right figure is a popular cheatsheet online…


https://www.7wdata.be/big-data/which-machine-learning-algorithm-should-i-use/
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Framework

Stability Margins:
• Transient stability 

assessment 
(CCT<5 cycles, 
0.0833s)

• Small-signal 
stability 
assessment 
(Critical damping 
ratio <5%)

• Frequency 
stability 
assessment  
(Frequency 
nadir<59.6 Hz)

• Day A for validation* 
(70% training+ 30% validation)

• Day B for testing

Off-line training

On-line application

• Radom forest 
• Neutral network

* For preliminary testing, we only use one-day dispatch data for testing.  (288 scenarios for one-day) 

Stability Margins
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Small Test System
18-bus 4-area test system One-day generator  dispatch

Training dataset
Scheduling model288 
scenarios with 5 minutes step 
over 24 hours

Features
• Generator dispatch (real power 

and reactive power)
• Inertia of units
• Unit commitment…
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Machine learning for transient stability assessment

• Input features:
– Real power of all generators.

• Output: critical clearing time (CCT)
• Training data set

– PSS/E: time domain simulation on three-phase faults
• Training algorithm

– Radom forests and neural network 
• Validation method

– Intra-day validation (70% for training, 30% for validation)
– Inter-day testing (One day for training and validation, the other for testing)
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Machine learning for transient stability assessment
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Random forest CCT estimation error distribution
(Random forest)

• Machine learning tool can accurately predict CCT
• Estimation error is less than 20 ms.

Neural network
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Inter-day testing: predict CCT for the other day

• The validation and training error 
levels are very close and small, 
while the testing error levels are 
large. 

• This is most likely because the 
training data set may be 
insufficient and not diversified 
enough for the machine learning 
model to predict the transient 
stability in the dispatch scenarios 
in Day B. 

0

0.005

0.01

0.015

0.02

0.025

Training Validation Testing

RMSE

Random forests Neural network

• Intra-day validation: 70% of 288 dispatch scenarios in Day A were used for 
training and the remaining 30% were used for validation. 

• Inter-day testing: The 288 scenarios in Day B were used in testing.
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Improvement of inter-day testing for CCT

• To support this hypothesis, a percentage of scenarios were randomly selected 
from Day B and added to the training dataset in Day A. 
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R
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RMSE values of training, validation, and 
testing

Training set Validation set Testing set

(Random forests)

• With limited additional data, the accuracy can be highly improved.
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Frequency stability assessment
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Frequency estimation errors distribution
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Simulation and estimation frequency 
nadir in testing dataset

• Machine learning tool can accurately predict frequency nadir
• Estimation error is less than 6 mHz.
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Improvement of inter-day testing for frequency nadir

 Inter-day testing- Random forest
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Improvement of inter-day testing for small signal stability

• Inter-day testing for mode damping (Random forests)
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Summary of stability assessment accuracy
Stability 
Problem Input Output

Estimation accuracy
Random forests Neural network

Frequency
Generation 
dispatch results, 
inertia

Frequency nadir 
for the RCC 
contingency

Day A
98.30% 99.72%

Day B (20% data in
training) 94.91% 99.37%

Transient

Generation 
dispatch results, 
transmission 
network

Transient stability 
margin

Day A
98.44% 99.29%

Day B (20% data in
training)

93.39% 97.38%

Small-
Signal

Generation 
dispatch results, 
transmission 
network

Small-signal 
stability margin

Day A
98.61% 98.59%

Day B (20% data in
training)

91.81% 98.70%
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Comparison of assessment time

2
0

Stabilities Time for stability assessment (86 scenarios)
Simulation Machine learning based

Transient stability ~16 h
~0.18 ms (with trained model)Frequency stability ~1 h

Small signal stability ~1 h

• The machine learning based tool can reduce stability assessment time 
significantly with minimal sacrifice on accuracy. 
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Potential applications

• Potential applications
– Real-time security margin assessment
– Short-term stability prediction and system adjustment
– Stability-related resource procurement and stability validation in 

day-ahead markets
– Accurate stability margin quantification of multiple power flow 

scenarios for long-term planning
• Future 

– Data-driven + model-driven 



NREL    |    22

Summary

• The proposed machine learning tool is used to assess three stability 
metrics of the 18-bus test system:
– Transient stability — critical clearing time 
– Frequency stability — frequency nadir 
– Small signal stability — damping ratio of oscillation mode

• The developed machine learning tool can be used to predict the 
system stability margins using load dispatch results.

• The proposed data-driven security assessment approach can 
reduce the computational burden of dynamic simulations, making it 
suitable for security stability assessment of high PV systems.
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Mode 2

Mode 3

Small signal stability assessment

• Full eigenvalue analysis is performed for 18 bus model
• 47 eigenvalues in total: three have low damping ratio (below 10%)
• DSA tool predicts both mode damping ratio and frequency

With low damping ratio

Eigenvalues of the 18-bus system

1

2

3
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Small signal stability assessment: Mode 3

• Mode 3: frequency is 1.06 Hz and damping ratio is 5.83%
• All generators are involved in this mode

2
5

• Machine learning tool can accurately predict the damping ratio
• Estimation error is less than 0.1%

Actual and estimated damping ratio
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