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' ANODE
Overview: Outage Planning @ Dominion Energy

Status Quo Challenges
* Manual power-flow and N-1 * Industry Challenges
with human derived corrective * Retiring Generation
actions in the EMS * Aging Infrastructure
* Day Ahead * New Technologies
* Ten Day Outlook * Renewables

 One Month Outlook
 Two Month Outlook
* Ad-hoc Long Term Analysis

e Operations Planning Challenges

* How do you study an unfamiliar system?

* Limitations of existing tools prevent
scaling
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Problem Formulation: Outage Planning Base Classes

Time Period Study Incremental Outage Study
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Base Case Outages

Active Study Outages
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Problem Formulation: Potential for Automation

Collect Outages for a Time Period of Interest

>

Collect All Necessary Data D 'For' eaCh day in time_per‘iOd:
Create a System Model O for each outage in day:
For Each Outage in the Day o outage.run_analysis()

- T
I - if outage.OK:
e

—

outage.include_in base case = true

Apply Corrective Actions
—— o, outage.report _corrective actions()

& else:

& outage.report _violations()
Repeat D

— O

Interpret the Results

Reschedule Outage if Necessary
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Problem Formulation: Four Domains

Disparate data sources
located in different places,
different refresh rates,
across firewalls, and
in different

formats.
DATA

ACQUISITION

Benchmarking

behavioracross

tools, managing

computation time,

integrating multiple
simulation tools for

different purposes and making
them work in concert.

Different tools use similar
informationin different ways.
Ensuring that the network
model, contingency,
and other data
maps across
tools properly.

Making

REPORTING viewing results
clear, concise,

and flexible. Using

different formats

and mediums.

These core concepts are reflected
in software architecture
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Design

Technology Selection, Data Sources, Model Synthesis,
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System Design: Technology Selection

Approaches

 Existing Vendor Solution
* Only siloed technologies exist

e Custom Vendor Solution
* Requirements were vague

EMS Extension
* Incompatible technologies

* Desktop Application
* This is a systems integration problem

In-House Custom Solution

Components
* Siemens PSSE - fine modeling

* PowerGEM TARA — bulk compute

* GE-Alstom EMS — data source

* hdbexport, csv — export mechanism

* Windows Task Scheduler —automation

* HP Superdome — compute

* Network Mounted HDD — storage

* Python —integration, orchestration, APIs
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System Design: Data Sources

Swing bus, SDX
Outages, voltage limits, PIM Zonal Generator
equipment block dispatch, Load Forecast Outage Data
information mapping files. 9

AU AL OASIS SFTP
TOA SETTINGS
7-Day Historical
Weather Loading and
Forecast Temperature EMS Export Data Next Day Market Results

HISTORICAL SFTP

DATA

[

SFTP

DARKSKY.NET
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System Design: Model Synthesis

1. EMS Export — Every 10 minutes SE Snapshot

2. Export Package - *.sav, *.raw, *.con, *.mon, *.sub

3. Seed Case — Optimally selected from Export Package Archive

4. All In Case — Normal Topology, Market Results for Units, No PV,
Cleanup

5. Alternate Limit Cases — A case is created for each limit set in the study

6. Base Cases — Alternate Limit Cases handed off to TARA AMB for load

scaling, SCRD, corrective actions

7. Final Approved — Daily cases with all outages present in topology,
corrective actions present.
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Architecture

Hardware, Software, API, Automation

[T
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Architecture: Hardware

Superdome Functional Components

Remote
Study Archive

Study on Submittal

Mapped Drive

Server Automation

RSA Directives

Command Line

Mapped Drive RDP

Local
Study Archive

Workstation A Workstation B Workstation C
' - 4

Workstation X

‘

RSA Directives

Command Line
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Architecture: Software

_5{'0 Siemens PSSE v33
* For fine model building and manipulation

PowerGEM TARA
* For bulk computation, ORA protocols pattern

reporting

controller

data

studh

P ANODE Code Base (Python v2.7)
* For integration, orchestration, APIs



Architecture: AP/

e Simple API for custom analysis underpins all system level activities

udy.create settings|() rra, modeling.| kages
sa.mode g.packages
export ExportPackage (r"""G

udy.create schedules () IHECAE b st LS L R

udy.load schedule['07 y.import seed case

.Create seel ase
udy.load schedule.save create == |

udy.temperature schedule['07

udy.temperature schedule.sav e P y AlleeEners T4

icket '12-34567"

start date study.start dat

nd date study.end date s cre ara anb
study.outage schedule.all [

study.outage schedule.all

study.outage schedule.save

index

start date study.start date

end date study.end date run tara ora()
study.generator outage schedule 3

study.generator outage schedule.«

LALLY!
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Architecture: Automation

* Many great Python libraries Windows Scheduled Task
for task automation.

* To maximize simplicity,
Windows Scheduled Tasks
were Selected. my top level task script.py

*

* All top-level tasks follow the

same pattern from my lib import MyClass

Figure 4: Automation Flow Chart
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System Performance

Runtime/Run Count Comparisons
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System Performance: Runtime Comparisons

Table 2: Analysis Runtime Comparisons

Manual Runtime Platform Runtime Rate Increase
Next Day Study 4-8 hours 15-20 minutes 12-32X
Ten Day Study 8-12 hours 15-20 minutes 24-48X
One Month Study 14-21 days 90 minutes 224-336X

Two Month Study 14-21 days 90 minutes 224-336X
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System Performance: Run Count Comparisons

Table 3: Calendar Day Coverage Comparisons

Window Size Manual Rate Platform Rate Manual Total Platform Total Rate
(days) (runs per day) (runs per day) (days per day) (days per day)  Increase
1 day per 24 days
Next Day 1 day 1 per day 24 per day e ek 24X
- ‘ ‘ 10 days per 240 days
Ten Day 10 days 1 per day 24 per day day per day 24X
1 per 30 1 day per 30 days
One Month 30 days - 1 per day Fa ver day 30X
Two Month 30 days I per 30 1 per day | day per 30 days 30X
days day per day
Total 71 days N/A N/A I

day per day




Next Steps

* Growing User Traction

Improved Documentation
Feature Requests

* Analysis Methodologies

Study-on-Submittal
Optimal Outage Planning
Stochastic Analysis

Dynamic/Transient Stability
Constraints for Outage Planning

Cascading Analysis
Synthetic Modeling

' ANODE

* System Level Improvements
e Simple Web Front End
* Data Source Improvements
* General Refactoring
* APl Refinement



Thank You!

Kevin D. Jones, Ph.D.
kevin.d.jones@dominionenergy.com

304-767-4748
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